THE SPHERICAL BERNSTEIN PROBLEM IN $3

DANIEL SANTIAGO

1. INTRODUCTION

The classical Bernstein Theorem, first proved by Sergei Bernstein in 1916,
asserts that a function f : R? — R satisfying the minimal surface equation
is linear. In particular, the only minimal surfaces in R? which are graphs
of functions defined on all of R? are planes. The Bernstein problem asks
whether this holds for minimal graphs of functions f : R»~! — R, and was
shown to be true if n < 8 and false if n > 9 by the collective work of Ennio
de Giorgi ([DG65]), Frederick J. Almgren Jr. ([Alm66]), James Simons
([Sim68]), Enrico Bombieri ([BDGG69]), and Enrico Gusti ([BDGG69]). In
1966, Almgren showed the case n = 5, using the following key fact.

Theorem 1. (Lemma 1 in [AIm66]): Let f : S?> — S3 be an immer-
sion of the two dimensional sphere S* as a minimal surface in the unit
3-dimensional sphere S C R*. Then f is an embedding, and there exists
v € 83 such that

f(8?) =8n{zxeR?: zv=0}.

Theorem [1| asserts that the only immersed minimal spheres in S? are em-
bedded great spheres, which are the intersections of S® with the hyperplanes
vt = {w e R*: (v,w) = 0} for v € S3. This result was also proven indepen-
dently by Eugenio Calabi in 1967, who showed the following more general
result

Theorem 2. (Lemma 5.4 in [Cal67]) Suppose there exists a minimal im-
mersion X : S? — S™1 with image not contained in the intersection of a
hyperplane with S?~'. Then n is an odd integer.

The Spherical Bernstein Problem, proposed by Shiing-Sheng Chern in
1970, asks whether Theorem [1] holds for minimal immersions S"~! — S
with n > 3. In 1984, Per Tomter showed that this is false for all even n (see
[Tom8&4]).

In this paper, we give an exposition of Almgren’s proof of Theorem
which is intended to be accessible to students with some basic knowledge
of differential geometry. Some knowledge of complex analysis will also be
helpful for the reader. The proof relies on the fact that the only holomor-
phic quadratic differential on the Riemann Sphere is identically 0 which, as
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Almgrem and Calabi note, had been used before by Heinz Hopf to prove
that a compact two dimensional manifold of genus 0 embedded in R? with
constant mean curvature must be a standard sphere (see [Hop54]). Our
exposition covers the main ideas of the proof without going into too much
computational detail.

In Section [2, we recall some basic definitions and facts about minimal
surfaces in $® and Riemann Surfaces, most notably that great spheres in S™
are totally geodesic (Proposition and that the only holomorphic quadratic
differential on S? is identically zero (Proposition . In Section [3, we work
through the proof of Theorem [T} In Section [d we outline some of the argu-
ments which Calabi uses in [Cal67] to show a stronger version of Theorem
This outline is more technical, and can be safely ignored without affecting
the reader’s understanding of the other sections. In Section [5) we end with
some concluding remarks.

2. PRELIMINARIES

2.1. Minimal Submanifolds. Throughout this paper, we denote by S3
the unit sphere {x € R*: |x| = 1} in R*, which is given the induced metric
from the inclusion S® < R*. We recall the basic definitions of minimal sub-
manifolds, using the conventions in |[CM11]. Given a Riemannian manifold
N™ of dimension n with Riemannian connection V¥, an immersed subman-
ifold ¢ : M™ — N™ of dimension m with the induced metric has an induced
Riemannian connection VM given by VMY = (VXY)T, where X,V are
tangent vector fields to M. The second fundamental form of N is the tensor
A(X,Y) = (VEY)L, and the trace on M of A is the mean curvature tensor
H. In an orthonormal frame F1i,..., E, on M, the vector field H is given
by

m
H=) A(E;,E).
i=1
The submanifold M is minimal if H = 0, and totally geodesic if A = 0. Note
a totally geodesic submanifold is necessarily minimal. If M is a hypersurface
in N with local unit normal n, then the shape operator S is the unique
operator on tangent vector fields which satisfies

(S(V), W) = (A(V, W), m).

The operator S is given by S(V) = —Vyn, and is symmetric. The eigen-
values k1, ..., k, of S are the principal curvatures of M, and are defined up
to sign. The mean curvature vector satisfies

Thus we see that M is totally geodesic if and only if each k; vanishes, and M
is minimal if and only if >~ | k; vanishes. The Spherical Bernstein Problem
asks for a more general converse to the following observation.
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Proposition 3. Let n > 2 and let C C S™ be an n — 1-sphere of the form
C ={z € S"|(xz,v) = 0} for some v € S™. Then C is a totally geodesic
submanifold in S™.

Proof. Tt is sufficient to show that the shape operator S on C' is identically
0. Let n be the unit normal to C. For a vector field V' tangent to C, S(V)
is given by —V‘S/nn, where V°" is the Riemannian connection of S™. By
definition of C, the normal n is the restriction of the constant vector field
with value v on R"! to C, where we note that v is tangent to S™ along C.
Since V°" is the tangential projection of the Riemannian connection of R",
it follows that Vé”n = 0, hence S is identically 0 as desired.

O

2.2. Riemann Surfaces. A Riemann Surface R is a connected Hausdorff
space with a covering by open sets {U,} and maps z, : Uy, — C which
are homeomorphisms onto open subsets of C such that the transition maps
fag = 2a © zﬁ_l : 28(Ua NUB) = 24(Uy N Ug) are holomorphic. The sphere
S? = C U {oo} is naturally a Riemann Surface with the charts f+ : S2\
{oo} = C, f~ : 52\ {0} — C given by f7(2) =2, f(2) = 1/z. A quadratic
differential on R is an assignment of a holomorphic function ¢;(z1) to each
local coordinate z; such that, if z5 is another local coordinate, then ¢;(z1) =

@2(22)(3—2)2. We write a quadratic differential on R in the form ¢(z)dz2.

Proposition 4. Any quadratic differential U on S? is identically 0.

Proof. In the chart f*, we write ¥ as 1)(z)dz2. Consider the coordinate
w = % of the chart f~. We have 9¢ = —272 hence for w # 0 (z # ©0)

dz
we can write ¥ as w(z)du%f. By definition of quadratic differential, the

function 1/1(2)# defined for z € 5%\ {oo} agrees for z € S? \ {0, 0} with
the holomorphic function associated by ¥ to the coordinate w = 1/z on
S2\ {0}, hence it extends continuously to a function on S?. This implies
that w(z)ﬁ is bounded and ¥ (z) — 0 as w — 0 or equivalently z — oco. It
follows that v is a bounded entire function, hence by Liouville’s Theorem it
is constant. Since 1 (z) tends to 0 as z — oo, it follows that 1(z) is 0, thus

U is identically zero.
O

3. PROOF OF THEOREM [1

Almgren’s proof is divided into four parts. The first three are mostly com-
putational and devoted to establishing some important identities, while the
last part applies these identities to construct a quadratic differential on S?
and then apply Proposition[d In subsection [3.I] we discuss the main results
and proof methods in parts 1 — 3 of Almgren’s Proof without going into
many computational details. In subsection [3.2] we describe the application
of Proposition [4] used by Almgren in the last part of his proof and go into
more detail.



4 DANIEL SANTIAGO

3.1. Parts 1 — 3 in the proof of Lemma 1 in [Alm66]. We denote by
(—, —) the standard inner product on R* and by V the Riemannian connec-
tion on R*. For notational simplicity, we will often denote (V, W) = VIV,
Let f: 582 — S2 be a smooth immersion of S? as a minimal surface.

Remark In [AIm66], Almgren assumes the stronger condition that the im-
mersion f : S2 — S% is real analytic. As Calabi notes on page 117 of
[Cal67], after fixing real analytic structures on S2, 5%, this can be deduced
from minimality of the immersion given only that f is C3. In particular,
this will always hold under our assumptions, where we may consider S2, S3
with the real analytic structures obtained from stereographic projection.

We give S? the metric induced from f, and denote by A the second
fundamental form on f(S?). In a local coordinate system ®(u,v) : U C
R? — 52 on S2, we write f, = df (Ou), fo = df (0,) and use the subscripts u, v
for the higher partial derivatives of f. For instance, we write fu, = Vy, fu
and fyuw = Vi, Vy, fu. By orientability of S?, we can choose a smooth unit
normal to f(5?) in S. In particular, there exists some smooth map g : S? —
S3 which is tangent to S3 along f(S?) in the sense that (f(z),g(z))gs = 0
for all z € S? and normal to f(S?) in the sense that (g(x),v) = 0 for all
v € T(p) f(5?), where we view T, f(5?) = df (T5?) as a subspace of R*.
Let k1, ko be the principal curvatures of f(S5?) with respect to g (recall these
are the eigenvalues of the shape operator V +— —Vyg). By minimality of
the immersion, we have k1 + ko = 0. In the local coordinates ®, the induced
metric on S? from the immersion f has the form

0 = fufudu ® du+ fyufp(du® dv+dv® du)+ f,fedv @ dv

The proof proceeds by choosing isothermal coordinates on S2.

Remark Recall that isothermal coordinates about a point p in a Riemannian
manifold M are coordinates in which the metric on M has the form

w(dot 4 - +dx?)

for some smooth function x > 0. It is a classical result that such coordinates
exist about any point in a two dimensional Riemannian Manifold.

Choose local coordinates ®(u,v) : V C R? — S? about a point p € S? which
are isothermal with respect to metric . We denote ®(V) = U. In these
coordinates ¢ has the form

k(du @ du+ dv ® dv) = fy fudu @ du + 2 f, fydu @ dv + fypdv ® dv.
This implies that

(1) fufu :fva
(2) fufv =0



THE SPHERICAL BERNSTEIN PROBLEM IN S3 5

The main result of Part 1 in the proof of Lemma 1 in [Alm66] is the following
two identities

(3> k1k2 = (fufu)iQ[(fungfvvg) - (fuvg)2]
(4) ki + ko = (fufu)il[fuug + fvvg]

Almgren shows (3) —(4) using a particular choice of orthonormal coordinates
on R*. We give now an alternative proof. The quantities kikq, ki + ko are
respectively the determinant and trace of the shape operator S from the
immersion f viewed as a linear operator on each tangent space of S2. In the
isothermal coordinates on U, using (1) we have the following orthonormal
frame

1
R
A S S
L Fd )P (Fufu) 2

By definition of the shape operator, we have (S(e;), e;) = (A(e;, €5), g). Thus
the matrix for .S in the frame e; is given by

fufu fuvg fvvg

Taking determinant and trace yields (3),(4) respectively. Identity (4) is
immediately useful for deriving consequences of minimality.

In Parts 2,3 of the proof of Lemma 1 in [AIm66], Almgren reaches the
following identities, which are valid in the isothermal coordinates ® on the
neighborhood U of p € S2.

5) (fufu)gu = = (fuug) fu = (fuvg) fo
(fufu)go = —(fuwg) fu — (fou) fo
Juug + foug =0

Juwug + fuugu + fuvng + fovgu =0
fuufu = funf

fuvfu = foufo =0

Juwfu+ fuufv =0

Joofu+ Junfo =0

Juufo + foufo =0

fuufu + fvvfu =0

(fuud)u + (fuvg)v =0

16) (fuud)v — (fuvg)u =0

The identities (5), (6) are obtained using only that fg = 0, gg = 1 and
g is orthogonal to the tangent spaces of f(S?). The identities (7) — (16)

(=)
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are obtained by direct computation using (1) — (4) and minimality. The
identities (15), (16) will be especially important in the next section.

3.2. Part 4 in the proof of Lemma 1 in [Alm66]. We use the same
notation as in 3.1l This Section is divided into three lemmas. In Lemma
we use the identities (15),(16) to construct a holomorphic function in
isothermal coordinates about a point in S?. We then show this function
extends to a quadratic differential on S?, and use Proposition {4| to show
that g is constant in Lemma [6] and that f is an embedding in Lemma [7]

In the isothermal coordinate system ® : V C R? — U, we define complex
parameters w,w by
wW=u-+10,W=1u—1

Define a complex valued function F' on U by F = fy,,9 — ifuvg. By mini-
mality, and (7) we have ki + ko = 0, fuug = — fuvg. From this we derive the
following identity

(17) k1 — kol = 4(fufu) 2 |F|%.
We have
k1 — ko|? = k2 — 2k ko + K2

= k3 + 2k1ko + k3 — dkiko
= (ky + k2)? — 4k1ky (Note ky + ko = 0)
= —4(futa) 2[(fuug) (fovg) — (fuvg)?] (by (3))
= —4(fufu) 2= (fr09)® = (fw9)?] (by (7))
= 4(fufu) ?|F?

In particular, F'(q) = 0 if and only if k1 (q) = k2(q) for ¢ € U. We next show
that F' is holomorphic and satisfies a useful identity involving the complex
derivatives of f,g.

Remark Recall that for a holomorphic function h : C — C, the derivatives
of h with respect to the complex variables w = u + iv,w = u — v are given
by
oh 1,0h Oh, Oh 1,0h Oh
w29 o) ow 2 o)
We can use these identities to consider the derivatives of the functions f, g :
5?2 — S3 with respect to the complex parameter w = u+iv on the isothermal
coordinate neighborhood U of p € S2.

Lemma 5. The function F' is holomorphic on U and satisfies

(18) F= _szgw'
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Proof. Since f, g are smooth, to show F' is holomorphic it is sufficient to show
F satisfies the Cauchy-Riemann Equations (Re ), = (Im F),, (Re F'), =
—(Im F'),,. These equations read

(fuug)u + (fuvg)v =0

(fuug)v - (fuvg)u =0.
These are exactly (15),(16), hence F' is holomorphic. We next derive identity

(18). Differentiating f,g = f,g = 0, we obtain the following identities.
(19) fuug + fugu =0
(20) fuvg + fugv =0
(21) fuvg + fvgu =0
(22) fvvg + fvgv =0

From (7) and (19) — (22) we have
fugw =127 (fu = if))27 (gu — ig0)]

=47 [ fugu = ifogu = igufu — fogo]

= 47 [~2fuug + 2 furg)

=927 F
which proves (18). O

We can now construct a quadratic differential on S? which agrees with

F(dw)? in the coordinate neighborhood U of p. Suppose ®'(z,y) : V' C C —
S? is a complex coordinate neighborhood of p with U’ = ®'(V’), which is

compatible with ® : V' — S? in the sense that ® o®~! is holomorphic where

defined on the appropiate intersections. Then the functions u(z,y),v(z,y)
satisfy the Cauchy-Riemann Equations % = %,% = —g—;, so from the

chain rule and that u, v are isothermal we obtain

du dv du dv
facfy = (fu% + fU%)(fudiy + fchg)

dud dv d
= fufu(ﬁ%) +fva(££)
dudv dudv
= fufu<_%% —+ %%) =0
du dv du dv
fa:fa: = (fu% + fv%)(fu% + fv%)
d d
= fufulG ) + FofoG)
dv du
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so the coordinates ®' are isothermal, and we can define the holomorphic
function G(z = z+1y) in the coordinates ® analogously to F'. By doing this
in each compatible complex coordinate we obtain a function assigned to each
complex coordinate. It remains to check the formula G(z) = F(w)(%)?
From (17) and the chain rule we have

dw dw dw

G() = ~21.0. = 200 SN0 G) = ~2fugu( o) = Flu) (527

Thus we obtain the desired quadratic differential on S2, which we denote by
v,

Lemma 6. The unit normal g is constant. In particular, there exists v € S°
such that f(S%) = S3N{z: zv = 0}.

Proof. By Proposition ] we conclude that W is identically 0, hence F' = 0
and from (17) we see that k1 = ko. Since k1 + k2 = 0, this implies that
k1 = ko = 0. To show that g is constant, is sufficient to show that the
inner products of the derivatives of g with f, g, fu, fu vanish, as these form
an orthogonal basis for R* at each point of f(S5?). Since F' = 0, we have
fwg = fug = fuwg = 0, hence (19),(20), (21), (22) imply that fugy =
fu9o = fogu = fvgw = 0. Since fg = 0, the chain rule yields

(23) Jug + f9u = fog+ fgu =0

Note that f,, f, are tangent to f(S?), which implies that f,g = f,g = 0,
hence by (23) we have fg, = fg, = 0. Since gg = 1, we have 2¢,9 = 2g,9 =
0. It follows that g is constant, hence since fg = 0 we obtain that f(S?) is
the intersection of S® with a hyperplane in R*. In particular, there exists
v € §3 such that f(S?) = S*N{z:2v =0} O

We are now able to complete the proof of Theorem
Lemma 7. The minimal immersion f : S* — S3 is an embedding

Proof. We claim the restriction f : S? — f(S?) is a covering map. Let
p € f(S?). Since S? is compact, the preimage f~!(p) is compact. Since
f is an immersion, it is a local embedding, thus the preimage f~!(p) is
discrete. It follows that f~!(p) is finite. Since f is a local embedding,
for each ¢ € f~!(p) there exists a neighborhood ¢ € U, C S? such that
f restricts to diffeomorphism f : U, — f(Uy). Then the neighborhood
Ngef-1(p)f (Ug) of p is evenly covered by f, thus f : S? — f(S?) is a covering
map. By lemma@, f(S?) = 83N {z : zv = 0} is homeomorphic to S?, which
is simply connected and hence has no nontrivial covers. It follows that f is
injective and a homeomorphism onto its image, hence f is an embedding. [J

4. AN OUTLINE OF CALABI'S PROOF IN [Cal67]

Calabi’s proof of Theorem[2]is more technical than Almgren’s, but ultimately
relies on a similar application of Proposition 4l Let X : §2 — §"~1 c R™
be a minimal immersion with image not contained in the intersection of
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any hyperplane in R” with S"~'. We give S? the induced metric from the
immersion X. In isothermal coordinates w = u + iv on U C S?, we write
the induced metric on S? from X as 2F (w,w)(du? + dv?).

Remark For a function h of a complex parameter w = u + iv, we often
write h as a function h(w,w) of w,w. As in Section we take derivatives
with respect to w, w using the formulas % = %(% —ige), % = %(% +i%).

Calabi’s proof is based on considering Sections of certain vector bundles
on S?, which we briefly describe in this Section. For integers k,l, we de-
note by E¥! the complex line bundle on S? whose elements are equivalence
classes of quadruples (U,w,q,v) where U is an open domain in S?, w is
an isothermal parameter on U, ¢ € U,v € C by the relation identifying
(U, w,p,v), (U, w' p' v) if and only if the following hold
(24) p=p

ow ow
(25) v =0 (@) (o (@)
For instance, E~50 @ E~10 is the complexified tangent bundle 7'S? ®g C,
while a Riemannian metric on S? is a section of EV'. Sections of the bundle
E®! can be identified with functions v = f(p) satisfying the transformation
rule (25) in isothermal coordinates. In particular, a complex quadratic dif-
ferential is a section of E?Y. There is a Levi-Civita connection V on the
bundle GBME’“’I written uniquely as a sum V' + V" where, for a section of
ER! written in local isothermal coordinates as a complex valued function
f(w,w) we have
w,Ww Olog F(w,w

vy = Q) T i, )
ﬁfgﬁw) B 8logF£w,w)f(w’w))

w Jw
Recall that the Grassman Algebra A(V') of a vector space V is the exterior
algebra spanned by the exterior products vy A -+ Awvg,v; € V. A k-vector
in A(V) is an exterior product of k vectors in V. Calabi’s proof of Theorem
relies on two symmetric bilinear forms defined on C™, A\(C™) respectively.
For 2/ = (z1,...,2,),2" = (2{,...,20) e C" and Z = 21 A -+~ Az, W =

n
wy A -+ Awg two k-vectors in A(C") |, we set

(26) (2, 2"y = Z 2 2
a=1

(27) (Z, W) = Kgffﬂtsp(@mwm)

These forms give norms on C", \(C") by setting |2/|?> = (2,%), |Z|* = (Z,Z),

where the conjugates are given by 2’ = (z4,...,2.), Z =Z1 A - -+ A\ Zy.
Jjug 1 n

v//f:(
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We write (V/)P(V")91X,(V")P(V')1X respectively for the vector fields on

. . . . + +
S? which in a local complex parameter w = u-+iv are given by gzp ;%(q , (%pp ;fq

and adopt the convention that glzzggq = a%p:;fq =0if p=¢=0. From the

formulas for the derivative with respect to a complex variable, the derivative
% makes sense as an element of R" @r C = C", hence we can consider
the complex span of subsets of these derivatives. By an analogous argument
to the proof of Proposition [ one can show that any holomorphic section
of E*0 is identically 0 for any k& > 0. Using this fact, Calabi shows that
the complex subspace of C™ spanned by the derivatives (V)P X is totally
isotropic with respect to the dot product defined in (26) in the sense that,
for any p,q > 0 with p+ ¢ > 1, we have (V') X, (V')?7X) = 0. This is then
used by Calabi to compute the dimension of the sphere S™~1.
For each k > 0, we define T} X as the following exterior product

TIX =V'XANVPXA- A (V)X
This product should be thought of as a section of the bundle E*2:0 @¢
A(C"), where ky = $k(k + 1), and will vanish if and only the vectors
V'X,...,(V)FX are linearly dependent in C". Calabi shows that the van-

ishing of T} X is directly related to the value of n. In particular, the precise
statement of Theorem [2] is as follows

Theorem 8. (Lemma 5.4 in [Cal67]) Suppose there exists a minimal im-
mersion X : S — S"1 with image not contained in the intersection of
any hyperplane in R™ with S"~!, then n = 2m + 1, where m is the largest
positive integer such that T X is not identically 0.

Calabi’s proof of Theorem [§] is separated into two steps, one showing
n > 2m + 1, and the next showing n < 2m + 1. The first step uses the
fact that the space spanned by the derivatives (V/)¥X,(V")FX is totally
isotropic to show that the 2m + 1-vector

XANVXANVPXA-ANV)"X)ANNV'XANVPZX A A(V)X)

has nonzero norm, which implies that C" contains 2m + 1-linearly indepen-
dent vectors and hence n > 2m 4+ 1. The second step is less direct but
ultimately relies on the fact that, since X does not have image contained in
the intersection of a hyperplane with S”~! and is analytic (recall the latter
can be deduced from minimality), the complex span of the derivatives of X
of sufficiently high orders will be all of C™.

5. CONCLUDING REMARKS

Both Almgren and Calabi’s proofs show the utility of tools from com-
plex analysis in Riemannian geometry. Together with Hopf’s original work,
they suggest a general procedure for working with immersions of S? that
are minimal or have constant mean curvature: Use some derivatives of the
immersion to construct some analogue of a quadratic differential on S2, and
then use the vanishing of such a differential to reach some contradiction.
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This approach is very specific to the sphere S2, and is not immediately ap-
plicable in higher dimensions where isothermal coordinates may not exist.

Theorems (1| and [2] are results of independent interest, but were originally
considered by Almgren and Calabi for the purpose of understanding the
tangent cones of three dimensional minimal submanifolds of R™ that have
singularities. These tangent cones, after taking some cutoff, are minimal
submanifolds of R" with boundary a sphere S? immersed minimally in S?~!
(see the Introductions of [AIm66],[Cal67]). Theorems|[l]and[2|then apply, and
Theorem [1|is used by Almgren to show that any such tangent cone in R* is
a hyperplane, which extends Bernstein’s Theorem to a function f: R* — R
by work of De Giorgi (see [DG65]) and Fleming ([Ele62]). These connections
between the classical Bernstein problem and minimal immersions of spheres
are motivation for considering the Spherical Bernstein Problem, and led to
rich areas of research over the twentieth century.
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